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Overv iew of CRAY X-MP-4 System 

1. Genera l -purpose mul t iprocessor  system for mult i tasking 
appl icat ions.  

- Run independent tasks of di f ferent jobs on mult iple 
processors .  Program compat ib i l i t y  (with CRAY-1) 
is maintained for all tasks.  

- Run re lated tasks of single job on multiple processors.  

- Loose ly -coup led  tasks communicating through 
shared memory. 

- T igh t l y -coup led  tasks  communicat ing through 
shared reg is ters .  

- Small overhead of task in i t iat ion for mul t i task ing,  O( lps)  to 
O( lms) ,  depending on granular i ty of the tasks and so f tware  
Implementat ion techniques. 

- F lex ib le  arch i tec ture concept  for processor  clustering. 

- All processors  are ident ical  and symmetr ic in their  
programming functions, t.e., there is no permanent 
master /s lave relat ion ex is t ing  between all processors .  

- A c luster  of k p rocessors  
(O<k<_p) can be assigned to perform a single task, where 
p=4 is the number of physical processors In the system. 

- Up to p +1 p rocessor  c lusters can be assigned by the 
operat ing system. 

- Each c luster  contains a unique set of shared data and 
synchronizat ion reg is ters  for the inter-communicat ion 
of all p rocessors  in a cluster.  

- Each processor  In a c luster can run in ei ther monitor or 
user mode contro l led by the operat ing system. 

- Each processor in a cluster can asynchronously perform 
either scalar or vector operat ions dictated by user programs. 

- Any processor  running in monitor mode can interrupt any 
other processor and cause it to switch from user mode 
to monitor mode. 

- Bui l t - in detect ion of system deadlock within the cluster. 

- Faster exchange for switching machine state between tasks. 

- Hardware supports separat ion of memory segments for each 
user's data and program to fac i l i ta te  the concurrent programming. 
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2. Genera l -purpose mul t ip rocessor  system for compute-bound and 
I /O-bound appl icat ions. 

- All processors  share a central  b ipolar memory (16MW), organized 
in m=64 inter leaved memory banks (four t imes that of CRAY-1). 
All banks can be accessed independent ly and in paral le l  during 
each machine clock per iod. Each processor  has four paral le l  
memory ports (four t imes tha t  of CRAY-1) connected to this 
central  memory, two  for  vector  fetches, one for vector  store, 
and one for independent I / 0  operat ions.  The mul t lport  memory 
has bu i l t - in  conf l ic t  resolut ion hardware to minimize the delay 
and maintain the in tegr l ty  of all memory references to the same 
bank in the same time, from all processor 's  ports. The inter leaved 
and ef f ic ient  mult iport  memory design, coupled with shorter  
memory cyc le time, prov ide a h igh-per formance and balanced 
memory organizat ion wi th suff ic ient bandwidth (s ix teen t imes 
that  of CRAY-1) to support  s imultaneous high-speed CPU and 
I / 0  operat ions.  

- New, large, CPU-dr iven So l i d -s ta te  Storage Device (SSD) Is 
designed as an integral part  of the mainframe wi th very high 
block t ransfer rate. This can be used as a f as t - access  
dev ice for user large p re -s taged  or in termediate  f i les generated 
and manipulated repe t i t i ve ly  by user programs, or used by the 
system for job ~  space and temporary  s torage of 
system programs. The SSD design wi th i ts large s ize (128MW), 
very fast  data t rans fer  speed (maximum rate exceeds 2000 
MB/see, 500 t imes fas ter  than current  d isk) ,  and much shor ter  
access t ime ( less than .6 ms, 100 t imes shor ter  than current  
d isk) ,  coup led wi th the h igh-per formance mul t ip rocessor  
design, wi l l  enable the user to exp lore  new app l ica t ion  
a lgor i thms for solv ing b igger  and more soph is t i ca ted  problems 
in science and engineering which they could not a t tempt  before. 

- The I / 0  Subsystem, which is an integral  part  of the 
CRAY X-MP-4 System, also contr ibutes to the system's overal l  
performance. The I / 0  Subsystem (compat ib le  wi th CRAY-1/S 
and l /M )  offers paral le l  streaming and str iping of disk drives, 
I / 0  buffering (8MW max.) for d i sk - res iden t  and Buffer Memory-  
res ident  datasets ,  h igh-per formance on- l ine tape handling, 
and common device for f ront -end system communication, 
network ing,  or spec ia l i zed data acquis i t ion.  The lOP design 
enables faster  and more ef f ic ient  asynchronous I / 0  operat ions 
for data access and deposi t ion of in i t ia l  and final outputs 
through h igh-speed channels (each channel has maximum rate 
100 MBIseo, and more than 10 t imes faster  than current disk), 
whi le  rel ieving the CPUs to pe r fo rm c o m p u t a t i o n - I n t e n s i v e  
o p e r a t i o n s .  

- A new disk storage device is avai lable and attached to the I / 0  
Subsystem, which has 2 112 the performance with respect  to 
the t ransfer rate and access t ime (maximum rate 10 MB/sec, 
and average access t ime 20 ms), and twice the storage capaci ty  
(1.2 GB) of the current disk. 

822/43/5-6-30 
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3 .  Genera l -pu rpose  mul t ip rocessor  sys tem for sca lar  and vec to r  
app l ica t ions .  

- All p rocessors  are cont ro l led  synchronous ly  by a cent ra l  c lock  
wi th  improved cyc le  t i m e =  9.6 ns (vs. 12.5 ns of CRAY- f ) .  

- The sca lar  per formance of each processor  is improved through 
fas ter  machine c lock ,  shor ter  memory access t ime, and larger  
ins t ruc t ion  buffers ( tw ice  that  of C R A Y - I ) .  

- The vec to r  per formance of each processor  is improved through 
fas ter  machine c lock,  para l le l  memory por ts ,  and hardware 
automat ic  " f l ex ib le  chain ing" features.  These new features  
a l low s imul taneous memory fetches,  8r i thmet i r  and memory 
s tore opera t ions  in a ser ies  of re la ted  vec to r  opera t ions  
( this cont rasts  to the " f i xed chaining" and un l -d i rec t iona l  vec tor  
f e t ch / s to re  in CRAY-1) .  As a resul t ,  the processor  design 
prov ides  higher speed and more ba lanced vec to r  process ing 
capab i l i t i es  for both long and short  vectors,  character ized by 
heavy r e g i s t e r - t o - r e g i s t e r  or heavy memory - to -memory  vec to r  
opera t ions .  In addi t ion,  hardware support  of ga the r / sca t te r  
opera t ions  (chainable from other  vec to r  memory fe tches and 
stores) ,  and compressed index generat ion  are a lso provided to 
fac i l i ta te  and speedup the execu t ion  of var ious condi t ional  
vec to r  operat ions,  rea l ized from ord inary  user programs. 

- The processor  design is we l l - ba l anced  for processing both 
scalar  and vec to r  codes.  The ove ra l l  e f fec t i ve  per fo rmance 
of each p rocessor  in execu t ion  of t yp i ca l  user programs 
wi th  in te rspers ing  sca la r  and vec to r  codes (usua l ly  shor t  
vec to rs )  is ensured through fast data  f low between sca lar  
and vec to r  func t iona l  units, shor t  memory access t ime for 
vector  and sca lar  re fe rences ,  as wel l  as small  s t a r t - up  
t ime for sca lar  and vec to r  opera t ions .  As a resu l t  of this 
unique design cha rac te r i s t i c ,  the machine can per form ve ry  
wel l  in real  programming env i ronments  using s tandard 
compi ler ,  w i thou t  resor t ing  to enormous amounts of hand-  
cod ing  or even res t ruc tu r ing  of the or ig ina l  app l i ca t ion  
a lgor i thms.  Cer ta in ly ,  as the code Is more vec to r l zed ,  
and vec to r  length is becoming longer,  an even be t te r  
per formance can be achieved.  
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CRAY X - M P - 4  OVERALL SYSTEM ORGANIZATION 
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VECTOR COMPUTATIONS 

FETCH B ... 

FETCH D ~ 1  

MULTIPLY~ ADD 
STORE #, I 

CRAY X-MP 
ONE CHAIN 

NOTES: 

I 

CRAY-1 
1 ST CHAIN 

CRAY-1 
2ND CHAIN 

I CRAY - 1 
3RD CHAIN 

1. Using 3 memory ports per processor 

. Hardware automatical ly "chains" 
all five vector operat ions such 
result per clock period can be 

through 
that one 
delivered 

3. Support conditional vector operations: 
Gather/scatter, Compressed Index 
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VECTOR LOOP FAMILIES 
BENCHMARK TIMINGS ON X - M P - 4  

A=B 

SHORT 
VECTOR 
(VL = 8) 

1.1 

1 -CPU 

MEDIUM 
VECTOR 

(VL = 128)  

1.8 

LONG 
VECTOR 

(VL = 1024 )  

2.1 

A=B+C 
A=B,C 

A=B/C 

1.2 

1.5 

1.5 

2.2 

2.6 

1.9 

2.7 

3.3 

2.0 

A=B+C+D 
A=B+C*D 

A=B+s*D 

.5 

.4 

.3 

2.7 
2.9 

3.0 

3.2 
3.6 

4.0 

A=B+C+D4E 

A=B ,C ,D ,E  

A=B,C+D,E 

1.3 

1.6 

1.3 

2.3 

2.5 

2.5 

2.7 

2.9 

3.1 

A :B ,C*D~E*F  1.5 2.1 2.2 

1.5 

(Unit  based  on 
g e n e r a t e d  code  

2.5 

comp i le r  
running on l / S )  

3.0 
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X-MP-4 GATHER/SCATTER 

CDIR$ IVDEP 

DO 10 J = 1,N 

A(I(J)) = A(I(J)) + S �9 B(J) 

10 CONTINUE 

I is a vector of distinct subscripts 

N 

(1-CPU) X-MP-4 
Compiled Code 

VS. 

CRAY-1 
Compiled Code 

Speedup 

(1-CPU) X-MP-4 
Compiled Code 

VS. 

CRAY-1 
Optimized Library Code 

Speedup 

8 

128 

1024 

6.9 

17.1 

16.2 

4.4 

5.5 

4.6 
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TWO DIMENSIONS OF PARALLELISM 

MULTIPROCESS/NG 

SEQUENTIAL 
(SCALAR) 

HIGHER level parallelism 

Independent ALGORITHMS 

JOB/PROGRAM/LOOP oriented 

SINGLE and MULTI-JOB performance 

LOWER level parallelism 

Independent OPERATIONS 

STATEMENT oriented 

SINGLE JOB performance 

f 
VECTORIZATION 

(VECTOR) 
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MULTITASKING ON THE 
CRAY X - M P - 4  MULTIPROCESSOR 

OFFERS: 

- The e x p l o i t a t i o n  of ano the r  d imens ion  of 
pa ra l le l i sm beyond  vec to r  p rocess ing  

- A na tura l  way  for  s c i e n t i s t s  and eng ineers  
to v iew the i r  p rob lems 

- An o p p o r t u n i t y  for  numer ica l  ana l ys t s  to 
exp lo re  new and f a s t e r  para l le l  a lgor i thms 

- A conven ien t  way  for  p rog rammers  to 
e x p r e s s  c o n c u r r e n c y  in the i r  programs 

- Improved p e r f o r m a n c e  at severa l  levels 
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MULTITASKING VS. VECTORIZATION 
FOR THE CRAY X - M P - 4  

-Vec to r i za t i on  of fers  a speedup of up to 10 -20  
over scalar processing,  depending on actual  
code and vector  length 

- Mult i tasking of fers  an addi t ional  speedup of 
Sp_~4, depending on task size and relat ive 
mul t i tasking overhead 

- Total  speedup over scalar processing 

= Speedup (Mult i tasking) �9 Speedup (Vector izat ion) 

e.g. = Sp ~ (10 -20 )  = 3 4 - 7 2  �9 Assuming Sp = 3.4-3.6 

- A general guideline: f irst, par t i t ion tasks at the 
highest possible level to apply mult i tasking, 
and then vector ize each task as much as 
possible 
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MULTITASKING - EXPLOITING 
PARALLELISM AT SEVERAL LEVELS 

(Conceptual Examples) 

. Multitasking at the job level (1) Lotto I 
JOB 1 JOB 2 

O O � 9  

2. Multitasking at the job-step level (2) 

. 

C P ~ -  0 

COMI~ILE A 

LOAD A 

CP~ - 1  

COMPILE B 
I 

LOAD B 

Multitasking at the program level (3) 

CPU - 0 MAIN I CPU - 1 

i I I ' 
SUB-A SUB-B SUB-C SUB-D 

Independent 

steps within � 9 1 4 9  �9 
one job 

O Q Q  

. Multitasking at the loop level (4) 
~ DO 11=1,N 

(SCALAR OR VECTOR CODE) 
1 CONTINUE 

J 

CPU - 0 

DO 1 I=1,N,2 
(SCALAR OR VECTOR CODE) 

1 CONTINUE 

DO 1 I-2,N,2 eee  
(SCALAR OR VECTOR CODE) 

1 CONTINUE 

NOTES: 1. SW support available now 

3., 4. SW support for user-directed multitasking available now 
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MULTITASKING OF VECTOR CODE 

I=1 

VECTOR 
CODE 

CPU - 0 

1=2 

VECTOR 
CODE 

C P U -  1 
i 

I 

I - 3  

VECTOR 
CODE 

CPU - 2 
, i  i 

I--4 

VECTOR 
CODE --o 

C P U -  3 

=M 

VECTOR 
CODE 

Example: 

L1 

2 

D O 2 1  = I , M  

DO 1 J = 1,N 

A(I,J) = B(I,J) + C(I,J) 

CONTINUE 

t VECTOR 

CODE 



1200  C h e n  

MULTITASKING OF SCALAR CODE 

m .  m 

I = 1  

SCALAR 
CODE 

C P U  - 0 
t'_ 

I =2  

SCALAR 

CODE 

C P U -  1 

1 = 3  

SCALAR 

CODE 

C P U  - 2 
P 

1 = 4  

SCALAR 

CODE .o. 

C P U -  3 

= M  

SCALAR 

CODE 

Example: 

L1 

2 

D O  2 I -- 1 , M  

' DO 1 J = 1,N 

A(I,J) = A( I ,J -1 ) *A( I ,J )  

CONTINUE 

SCALAR 

CODE 
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X - M P - 4  MULTITASKING PERFORMANCE 

- Mult i tasking is running on the X-MP.  

- Mult i tasking has been demons t ra ted  wi th 

var ious appl icat ion codes.  

- For four p rocesso rs  the speedup of 

3.5 - 3.8 over  one p rocesso r  are observed.  

- Parallel ism is at a high level - 

p rogram modi f icat ion is minimal. 

- Mult i tasking overhead with the X - M P  

h a r d w a r e / s o f t w a r e  is negligible. 
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SPECTRAL 

- This is a benchmark code for shor t  term 
wea the r  fo recas t ing  

- Para l le l ism occurs  on the la t i tude level, i.e., 
the ou te rmost  loop inside each time step 

- Mu l t i task ing  accounts  for 98% of the execu t ion  
t ime of a model exper iment  involving a global 
gr id s t ruc tu re  wi th 160 la t i tude by 192 longi tude 
points,  and 200 time steps 

Execut ion Actual  Theore t ica l  
CPUs time speedup speedup 

1 333.7  sec. 1.00 1.00 

2 174.4 sec. 1.91 1.96 

3 122.5 sec. 2.72 2.88 

4 94.0 sec. 3.55 3.77 
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PICF 

- A p a r t i c l e - i n - c e l l  s imulat ion program for 
e l e c t r o / m a g n e t o  s ta t i c  i n te rac t ion  be tween 
co l l i s ion less  beams of p lasma 

- Paral le l ism occurs  in the independent  t rack ing  
of par t ic les,  and the eva lua t ion  of to ta l  charge 
dist r ibut ion 

- Mult i tasking accounts for 97% of the execut ion 
time of a model experiment involving 37,000 
part ic les,  and 100 time steps 

Execut ion Actual  Theoret ica l  
CPUs time speedup speedup 

1 72.3 sec. 1.00 1.00 

2 37.9 sec. 1.91 1.94 

3 26.6 sec. 2.72 2.83 

4 20.7 sec. 3.48 3.67 

82243/5-6-31 
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GAMTEB 

- A Monte Car lo code which t r anspo r t s  gamma 
rays  in a carbon cy l inder  

- Paral le l ism occurs  in the independent  t rack ing  
of gamma rays 

- The p rogram uses a new technique which a l lows 
rep roduc ib i l i t y  of resu l ts  for codes  whose 
execu t ion  f low is de te rmined by a random number 
genera tor ,  i r r espec t i ve  of the number of t asks  
or p r o c e s s o r s  

- Mu l t i task ing  accoun t s  for 99% of the execu t ion  
t ime of a model exper iment  involving 1 mill ion 
or iginal  rays  

Execu t ion  Actual  Theore t i ca l  
CPUs t ime speedup speedup 

1 202. sec.  1.00 1.00 

2 103. sec. 1.96 1.98 

3 69.5 sec. 2.91 2.94 

4 53.8 sec. 3.75 3.88 
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MG3D 

- A seismic 3 -D migrat ion code to cons t ruc t  
underground re f lec tor  s t ructure.  

- Parallel ism occurs in the decoupled f requency 
domain at each depth level, a f ter  Fourier 
Transform over time. 

- Mult i tasking accounts  for 98.7% of the execut ion  
time of a model exper iment  involving 200 x 200 
t races,  with 1024 samples for each t race,  and 
1000 depth level. 

- Total  computat ion =1.5  x 1012 FLOPS 

- Total  I/O = 4 0  x 10 9 Words 

- Without using SSD, it takes  24 hours on a single 
p rocessor  X - M P - 4  with DD-29  disks. 

-Wi th  3.67 MWs of centra l  memory space and 
40 MWs of SSD space. 

CPUs Elapsed Actual  Theoret ica l  
Time Speedup Speedup 

1 3.49 hr. 1.00 1.00 

2 1.85 hr. 1.89 1.97 

4 1.01 hr. 3.45 3.85 
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X-MP-4  THROUGHPUT TEST 

- A vector ized test  job requires 32.6 CPU seconds. 

- Twenty  copies of the test  job in memory make up 
a job mix work load of 20 ~, 32.6 = 652 CPU seconds. 

- Wall c lock time is measured from the time the f irst 
job begins execut ion until the last job completes 
execut ion. 

Wall c lock Actual 
CPUs time speedup 

Theoret ical  speedup 
with assumed 1% 

HW/SW overhead 

1 652. sec. 1.00 

2 328. sec. 1.99 1.98 

4 171. sec. 3.81 3.88 
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CRAY X-MP-4  OVERALL PERFORMANCE 

1-CPU RATE (210 MFLOPS) 
1 

MINIMUM: 1.25 

(PEAK 315 MFLOPS) 

TYPICAL: 1.5 - 2.5 

MAXIMUM: 4 

4-CPU RATE2(840 MFLOPS) (PEAK 1260 MFLOPS) 

MINIMUM: 5 

TYPICAL: 6 - 10 

MAXIMUM: 16 

I / 0  RATE 
3 ACCESS TIME TRANSFER RATE 

DISK 1 1 
SSD .01 500 

NOTES: 1. Unit based on compiler generated code 
running on 1/S. TYPICAL refers to 
smal l - to-medium size vectors 
encountered in typical  programs 

2. Assuming four CPUs are dedicated to 
mult i tasking of a single large job 

3. Unit based on measured time per sector 
on current disk 
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